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The methods reviewed here are primarily those that are used in atmospheric and oce-
anic (physical and biological) studies. These methods are divided into four groups, depend-
ing on the type of shifts they are designed to detect, and placed in Tables 1-4. The tables are
self-explanatory and provide a brief description of each method, along with the basic refer-
ences, as well as their strong and weak points.

Shifts in the mean are the most common type of shifts considered in the literature, and
as a result, Table 1 is the most populated. The definition of climatic regime shifts, for ex-
ample, is often based on “differing average climatic levels over a multi-annual duration”
(Overland et al., 2005). It is not surprising, therefore, that a major part of the research effort
is directed at developing the methods for detecting shifts in the mean. Several approaches
can be distinguished:

1. Parametric methods, such as the classical t-test. The methods require an assump-
tion about the probability distribution of the data;

2. Non-parametric methods, such as the Mann–Whitney U-test, Wilcoxon rank sum,
or Mann-Kendall test. No assumption about the probability distribution is required;

3. Curve-fitting methods;
4. Bayesian analysis and its variations, such as the Markov chain Monte Carlo method;
5. Regression-based methods;
6. Cumulative sum (CUSUM) methods; and
7. Sequential methods.
There are much fewer methods capable of detecting regime shifts in the second-order

statistics, such as the variance and power spectrum (Tables 2 and 3). A separate group of
methods includes those multivariate methods that are designed to detect shifts in the entire
structure of a complex system (Table 4). This is a fast-growing group of methods, and Table
4 will likely require an update soon.
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Table 1. Shifts in the mean

Method Brief Description Pros Cons 
Student 
t-test 

The most commonly used techniques 
for testing a hypothesis on the basis 
of a difference between sample 
means. It determines a probability 
that two populations are the same 
with respect to the variable tested. 
Can be applied sequentially for each 
data point. The position of a change-
point corresponds to the location of 
the greatest t value exceeding the 
given threshold (Ducre-Robitaille et 
al., 2003). 

Strong theoretical 
basis. Robust to 
the assumption of 
normality and 
equality of 
variances. 

Data-dredging, a 
problem that 
arises in testing 
for change 
occurring at a 
specified time 
(Epstein, 1982). 
A problem of 
finding local 
maxima in the 
case of a 
sequential 
version. 

Bayesian 
analysis 

Methods based on this approach 
differ mainly by the prior 
distributions specified to represent the 
other unknown parameters, such as 
the mean before and after the shift, 
and the variance of the observations. 
Some recent methods are presented 
by Perreault et al. (2000) and Chu and 
Zhao (2004). 

Strong theoretical 
basis. Provides 
uncertainty 
estimates of 
change points and 
means for 
predicting. 

Requires a 
mathematical 
model of the data. 
A single change-
point scenario.  

Mann–
Whitney  
U-test 

The test is based on the rank values of 
the sequence, but can be used in a 
combination with the windowing 
technique (Mauget, 2003). 
 

Strong theoretical 
basis. Easy to use.  

The data need to 
be detrended. 
Originally 
designed for 
detecting a single 
change-point. The 
effect of using a 
variable window 
is not clear. 

Wilcoxon 
rank sum 

A non-parametric test often used for 
the homogenization of temperature 
and precipitation series (Karl and 
Williams, 1987). Ducre-Robitaille et 
al. (2003) modified the test in order to 
identify the most probably position of 
a change-point, since it was originally 
based on break positions that were 
inferred from the metadata.  

Strong theoretical 
basis. Easy to use. 

The data need to 
be detrended. 
Originally 
designed for 
detecting a single 
change-point. 
Performance of 
the modified 
version has not 
been evaluated. 

Pettitt test  A non-parametric test based on the 
Wilcoxon test (Pettitt, 1979). It can 
also be derived from the Mann–
Whitney U-test. 

Strong theoretical 
basis. Easy to use. 

A single change-
point scenario. 
The data need to 
be detrended.  
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Mann-
Kendall test 

A non-parametric test that falls under 
the class of rank tests. It is shown to 
be useful in analysis of abrupt climate 
changes (Goossens and Berger, 
1987). Gerstengarbe (1999) presented 
the shifted sequential version of the 
test. 
 

Strong theoretical 
basis. The 
classical version 
is easy to use. 

The data should 
not be affected by 
a trend. A single 
change-point 
scenario for the 
classical version. 
Not automatic.  
 

Lepage test A non-parametric test that 
investigates significant differences 
between two samples, even if the 
distributions of the parent populations 
are unknown. The Lepage statistic is 
a sum of the squares of the 
standardized Wilcoxon’s and Ansari–
Bradley’s statistics. Modified by 
Yonetani (1993). 

The test appears 
to be more 
statistically 
powerful than 
other similar non-
parametric tests. 
 

A single change-
point scenario. 
Not automatic; 
requires a visual 
inspection of the 
Lepage statistic 
time series if 
calculated using 
the windowing 
technique. 

Standard 
normal 
homoge-
neity test 

A test to detect discontinuity in a 
standardized time series often called  
the standard normal homogeneity test 
(Alexandersson, 1986). The SNHT 
also has been discussed in a slightly 
different version in the statistical 
literature (Hawkins, 1977). 

Performed well in 
comparison with 
other similar tests 
for revealing and 
dating single and 
sudden shifts in 
artificial data 
(Easterling and 
Peterson, 1995). 
 

Performance 
deteriorates when 
change-points are 
close together in 
time or the 
number of 
change-points are 
greater than four 
(Easterling and 
Peterson, 1995). 

Regression-
based 
approach 

The two-phase regression technique, 
in which the tested time series is the 
predictand and time is the predictor. It 
was introduced by Solow (1987) and 
later modified by Easterling and 
Peterson (1995), Elsner et al. (2000), 
and Lund and Reeves (2002). 

Robust, 
outperforms the 
SNHT method in 
the case of 
multiple change-
points. 

Does not work if 
change-points are 
separated by less 
than ten points. 
Less sensitive to 
small shifts. Often 
biased toward an 
excessive number 
of unobserved 
change-points. 

Cumulative 
deviation 
test 

The test is based on the adjusted 
partial sums or cumulative deviations 
from the mean (Buishand, 1982). A 
variant of a simple cumulative sum 
(CUSUM) method (Rebstock, 2002). 

Simple, easy to 
use. 

Works with 
anomalies. Using 
different base 
periods may 
substantially 
affect the results. 

  Method           Brief Description                                     Pros                         Cons
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Oerlemans 
method 

The method is based on a comparison 
of a typical change, prescribed a 
priori, with an interval of a given time 
series (Oerlemans, 1978). A break is 
defined as the ratio of the amplitude 
of the change to the corresponding 
rms difference between the typical 
and observed change. 

Can be applied to 
any time series. 
Easy to compare 
the results.  

Requires the 
“best-fitting” of a 
curve that 
represents an 
idealized break in 
the data. A 
statistical 
significance test 
cannot be 
constructed. 

Signal-to-
noise ratio 

A regime shift (“climatic jump”) is 
defined when the signal-to-noise 
ration is greater than 1, which is 
equivalent to the 95% significance 
level (Yamamoto et al., 1986). 

Simple, easy to 
use.  

A single change-
point. 

Intervention 
analysis 

 The method is an extension of Auto-
Regressive Integrated Moving 
Average (ARIMA) modeling (Box 
and Tiao, 1975). Wei (1990) provided 
a detailed review of the method, and 
Francis and Hare (1994) used it for 
analysis of Alaska salmon catch 
records. 

Allows for a 
quantitative 
estimate of the 
statistical 
significance of 
step interventions, 
while accounting 
for 
autocorrelation in 
the time series. 

Typically, the 
time and type of 
intervention 
should be 
specified in 
advance. 

Markov 
chain 
Monte 
Carlo 

A Bayesian approach using Gibbs 
sampling (Elsner et al., 2004). The 
MCMC algorithm consists of two 
steps. Step 1 uses the entire record to 
determine candidate change points, 
and step 2 determines the posterior 
distributions of the data before and 
after the candidate change point, 
ignoring the other candidates. 

Strong theoretical 
basis. 

Relatively 
complex. 
Requires data 
modeling and a 
visual inspection 
of posterior 
probabilities. 

Lanzante 
method 

An iterative procedure designed to 
search for multiple change-points. It 
involves the application of a non-
parametric test, related to the 
Wilcoxon-Mann-Whitney test, 
followed by an adjustment step 
(Lanzante, 1996). 
 

Outperforms the 
regression-based 
method of 
Easterling and 
Peterson (1995), 
if the change-
points are not too 
close. Designed to 
distinguish a shift 
from a trend. 
 

Performance 
deteriorates if the 
change-points are 
close to each 
other (separated 
by less than 25 
points). 

 

  Method           Brief Description                                     Pros                         Cons
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STARS A sequential version of the partial 
CUSUM method combined with the 
t-test Rodionov, 2004. 

Automatic 
detection of 
multiple change-
points. Signals a 
possibility of a 
regime shift in 
real time. 
Outperforms the 
Lanzante method 
if the shifts occur 
on a background 
of a trend. 

Requires some 
experimentation 
when choosing 
the probability 
level and cutoff 
length. Does not 
explicitly take 
into account the 
autocorrelation.  

 

Method Description Pros Cons 
Downton-
Katz test 

The method is somewhat analogous 
to that developed by Karl and 
Williams (1987) to test for 
homogeneities in the mean. It uses a 
non-parametric bootstrap technique 
to compute confidence intervals. 

No assumptions 
are required about 
the frequency 
distribution.  

Requires a 
reference time 
series with no 
potential change-
points. The 
change-points 
have to be widely 
separated (at least 
10 years apart). 

Rodionov 
method 

Similar to STARS, but based on the 
F-test. It is included in the regime 
shift detection calculator (See the 
method’s description in this volume). 

Automatic 
detection of 
multiple change-
points. Signals a 
possibility of a 
regime shift in 
real time. 

The method is not 
documented yet. 
It is still in the 
experimental 
phase.  

 

Table 3. Shifts in the Frequency Structure

Table 2. Shifts in the Variance

Method Description Pros Cons 
Nikiforov 
method 

The method is based on ARIMA 
modeling of time series before and 
after the shift combined with a 
likelihood ratio test (Nikiforov, 1983; 
Basseville and Nikiforov, 1993). An 
application of the method can be found 
in Rodionov (1994). 

Strong 
theoretical basis. 

A single change-
point scenario. 

 

  Method           Brief Description                                     Pros                         Cons



A BRIEF OVERVIEW OF THE REGIME SHIFT DETECTION METHODS

22

Table 4. Shifts in the System

Method Description Pros Cons 
Principal 
component 
analysis 

The method is widely used to identify 
coherent patterns of variability among 
large sets of time series Von Storch and 
Zwiers, 1999; Mantua, 2004). Although 
not a regime shift detection method per 
se, it has been applied to 100 biotic and 
abiotic time series in the North Pacific 
to analyze the scale of regime shifts in 
1977 and 1989 Hare and Mantua, 2000.   

Reduces the 
dimensionality 
of the data 
matrix. Requires 
no a priori 
assumption 
about candidate 
regime shift 
years.   

Additional time 
series analysis 
methods must 
be used to 
assess the 
statistical 
significance and 
character of 
temporal 
changes in the 
PCs. 

Average 
standard 
deviates 

An ad hoc composing method that 
creates a single “regime index” 
consisting of average standard deviates 
Ebbesmeyer et al., 1991; Hare and 
Mantua, 2000; Mantua, 2004.  

Easy to use.  Requires an a 
priori 
specification of 
a regime shift 
date and a sign 
reversal of some 
time series, 
which leads to a 
spurious 
amplification of 
the shift 
Rudnick and 
Davis, 2003. 

Fisher 
information 

An information theory approach using 
Fisher information as an indicator for 
tracking steady and transient ecosystem 
states Fath et al., 2003. The information 
is characterized by a ratio of a system’s 
acceleration to its speed along the state 
space trajectory. 

Simple and 
easily applied to 
collections of 
time series with 
many variables. 

Requires a 
careful choice of 
input variables 
and their 
weighting. 
Interpretation of 
the results is not 
straightforward. 
No means for 
assessing the 
statistical 
significance. 

Vector 
auto-
regressive 
method 

A formal statistical approach to 
detecting regime shifts in a multivariate 
system Solow and Beet, 2005. The 
regime shift is identified objectively as 
the point at which the system changes 
from one steady state to another. The 
states are described by a vector 
autoregressive model of the first order.  

Relies on 
standard 
statistical theory 
to provide a 
significance test. 
Allows for 
serial 
dependence in 
the vector of 
time series. 

Requires a large 
number of 
observations to 
fit the model. 
The results are 
sensitive to the 
selection of 
variables. 
Computationally 
demanding.  
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